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Abstract 
Many-beam lattice images obtained at 200 kV from 
V203 crystals are discussed in comparison with those 
calculated in the Bloch-wave approach. The tech- 
nique of optical diffractogram and equal-thickness 
fringes is utilized, if possible, to determine the defocus 
value and the crystal thickness which are the essential 
parameters for objective interpretation at atomic res- 
olution. Whereas images observed in a thin region 
(~<50 A) of crystal have been reproduced fairly well 
by simulation, there are others from thicker regions 
which are not always explained for lack of knowledge 
of the parameters. As for the effect of the partial 
coherence, the validity of the envelope-function 
approximation is examined with the aid of the first 
principle involving image-intensity summation, and 
under the experimental conditions used it proved to 
be satisfactory for qualitatively reproducing the 
observed image even for relatively thick (~<450 A) 
regions. 

I. Introduction 
Since the first structure image was obtained from a 
complex oxide crystal Ti2NbloO29 (Iijima, 1971), the 
lattice-imaging technique in zone-axis orientation is 
more and more used in different fields to study a 
variety of crystal structures. In the case of large-unit- 
cell crystals where the Scherzer defocus (Scherzer, 
1949) is the optimum condition, this is detectable on 
the observation screen by varying the objective-lens 
excitation current to search for an image resembling 
a projection of the crystal structure known through 
an X-ray technique. One can then conceive a model 
structure for crystal defects, if there are any in the 
image thus obtained, and test it on the computer (for 
example, see O'Keefe & Iijima, 1978). On the 
contrary, when a crystal of relatively small unit cell 
(~<5 A) is to be studied o~ when it is no longer atom 
groups but atoms themselves (always projected 
columns of atoms) that have to be visualized, it is not 
always the Scherzer condition that will furnish an 
image with as much directly usable information as 
possible, partly because of the limited performance 
of the microscope and partly because of the failure 

of the weak-phase-object approximation for a crystal 
of practical thickness (Tanaka & Jouffrey, 1980). Then 
the presence of one-to-one correspondence at atomic 
resolution cannot be predicted by a simple theory 
(Cowley & Iijima, 1972) between the real crystal struc- 
ture and an image bearing details of the order of 1 A, 
thus necessitating the interpretation of observed 
images with the aid of image simulation. 

In practice, when the resolution required by the 
object is of the order of interatomic distances and so 
is near or superior to the limit of the resolution of a 
microscope, the difficulty is doubled: under what 
observation conditions (especially the defocus value 
and the crystal thickness) does the resulting image 
bear as much usable information as possible, and 
how can we know if these conditions are really satis- 
fied on the microscope? In fact, there are some 
anomalies encountered in analyzing lattice images 
obtained from perfect crystals (Spence, O'Keefe & 
Kolar, 1977; Bursill, 1978-79; Hashimoto, Endoh, 
Takai, Tomioka & Yokota, 1978-79; Krakow, 1979; 
Krivanek & Rez, 1980; Ishizuka & Iijima, 1981). A 
more complete comprehension of the lattice image 
from 'perfect' crystals appears to be necessary so that 
the technique may become a really powerful tool for 
studying unknown crystal defects or a localized struc- 
ture in an object at atomic resolution. 

Through the progress accomplished in the perform- 
ance of the microscope one can work, apart from the 
case of high-voltage machines, under experimental 
conditions such that the effect of the partial coherence 
may not be very important, though this depends on 
the defocus value. Nevertheless, it cannot be negli- 
gible at present in the lattice-image interpretation. 
Here, there is also a problem with the envelope- 
function approximation (Frank, 1973; Fejes, 1977) 
currently used in order to allow for the partial coher- 
ence, because of the underlying assumption of the 
weak object. The trigher the required resolution, the 
stronger is the interaction between the electron and 
the object since electrons scattered at larger angles 
are needed to form the image. 

In this paper we describe an interpretation of lattice 
images obtained from the vanadium sesquioxide 
(V203) crystal at the accelerating voltage of 200 kV. 
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Also, the validity of the envelope-function approxi- 
mation is examined under the experimental condi- 
tions used. The stress is placed on the importance of 
knowing the two parameters, defocus value and crys- 
tal thickness, to interpret objectively the lattice image 
of a crystal having a relatively small unit cell. The 
interest of using a V203 crystal as test object is that 
its unit cell has a structure which is neither so simple 
as, for example, f.c.c, crystals, nor so complex as 
large-unit-cell oxide crystals; the image contrast at 
atomic resolution can therefore be studied. We note 
in passing that the crystal shows a metal-semicon- 
ductor phase transition at about 150 K, which has 
also been observed in electron microscopy (Launay, 
Pouchard, Ayroles & Jouffrey, 1975). 

2. Experimental 

High-quality V203 single crystals grown by the gas- 
transport technique were kindly provided by Dr 
Launay (1977). They were ground in a hard-glass tube 
and the powder thus obtained was deposited on a 
glow-discharge-treated microgrid of polycrystalline 
gold, without any liquid suspension. The preparation 
was examined in a JEOL-200CX electron microscope 
equipped with a top-entry-type goniometer stage of 
inclination limited to about 11 ° and with a thermal- 
emission pointed filament. The emission current was 
5 txA or lower. 

Fig. 1 shows the representative electron diffraction 
patterns of the high-temperature metallic-phase 
vanadium sesquioxide V203. The space group is R3c 
and the two-molecule rhombohedral cell has the para- 
meters aR = 5"473 A and a = 53.79 °. The presence, in 
the selected area, of a part of the holey polycrystal- 
line-gold support gives rise to the ring pattern which 
serves not only to index unambiguously the recorded 
diffraction pattern of V203, but also to recognize 
immediately each spot pattern on the observation 
screen in the microscope. The diffraction patterns (a), 
(b), (c) and (d) belong to the zone axes [2~1], [211], 
[010] and [001] in the hexagonal-system indexation. 
The first three correspond respectively to the base 
vectors aM, cM, bM of the monoclinic cell which 
characterizes V203 in the low-temperature phase 
(< 150 K), while the fourth is obviously parallel to c,. 
The diffraction pattern (e) is that of the zone axis 
[2,11]. Exploitable lattice images have been obtained 
in the three orientations (a), (c) and (e). Fig. l ( f )  
shows, on the [2,11] pattern, the size of the objective 
aperture and that of the second-condensor-lens aper- 
ture used in lattice imaging with the incident electron 
beam focused on the specimen. The axial illumination 
was used throughout the experiments with the cen- 
tered objective aperture of radius R = 0.94 A-t .  The 
second-condensor aperture defines an effective source 
(Frank, 1973) of radius us =0-030 A-~. Kodak elec- 
tron-image films of type 4463 were used to record the 

image. The exposure time was 8 s at the nominal 
magnification of 550 x 10 3. The spherical aberration 
constant was measured on the amorphous contamina- 
tion formed on the crystal during observation. The 
method proposed by Krivanek (1976) was used in 
combination with the least-squares regression analy- 
sis (Tanaka & Jouffrey, 1981) and gave Cs values 
around 1.0 mm. 

Positive prints were produced directly (one step) 
from original negatives by the standard photographic 
treatment; no kind of image processing for contrast 
enhancement was used. 

3. Lattice-image calculations 

Using the Bloch-wave formulation of electron diffrac- 
tion we have developed a program (Tanaka & 
Jouffrey, 1980) to calculate many-beam lattice images. 
The absorption effect due to phonon scattering is 
allowed for as the first-order perturbation (Hirsch, 
Howie, Nicholson, Pashley & Whelan, 1965). All the 
Fourier coefficients of the imaginary potential were 
calculated by treating each Bloch wave independently 
of the others (Hall & Hirsch, 1965; Radi, 1970), but 
the mean absorption potential used is that measured 
at 100 kV and corrected for 200 kV, namely 0.54 V. 
The Debye temperature of the V203 crystal was taken 
to be 630 K (Andrianov & Drichko, 1976). Once the 
eigenvalues, the eigenvectors and the absorption 
coefficients have been calculated for a particular exci- 
tation condition of symmetric incidence they are 
stored on magnetic tape and can thus be exploited 
to simulate lattice images corresponding to various 
combinations of parameters such as the crystal thick- 
ness, defocus value, effective source size, defocus 
spread, etc. The number of waves used in the calcula- 
tion of the wave field on the crystal exit surface is 87 
for [221] and [010] orientations, and 65 waves for the 
[3,11] orientation. In the latter case some calculations 
were done with 101 waves, but differences between 
the images corresponding to 65 and 101 waves were 
virtually indiscernible even for a thick crystal (700- 
800 A). As for the effect of the partial coherence on 
the image contrast, the program offers an option 
between the intensity-sum method (see § 4) and the 
envelope-function approximation. In the latter the 
coupling between the spatial and temporal coheren- 
ces was ignored because it is negligible when 
the generalized 'cross-term parameter '  A = 
2(TrUsO')2(A/Cs) t/2 is smaller than 0.0138 (Wade & 
Frank, 1977), as is the case for our experiments. 
Unless mentioned otherwise, the partial coherence is 
taken into account in the image simulation by using 
the envelope function where a disk-shaped source of 
radius us = 0.030 A-~ (measured) and a Gaussian dis- 
tribution of standard deviation o-= 50 A (Olsen & 
Spence, 1981) for defocus spread were assumed. 
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Fig. 1. Representative electron diffraction patterns of high-temperature phase V203 crystals supported on the polycrystalline gold 

microgrid. Zone axes in hexagonal-system indexes are (a) [221], (b) [21 l], (c) [010], (d) [001] and (e) [~,l l]. The diffraction pattern 
(f), also of [~,l l], shows the size of the second-condensor-lens and the objective-lens apertures used in lattice imaging. 
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Fig. 2. [221] lattice image (a) with the corresponding simulated image (b) at the crystal thickness z = 50 ~. and the defocus value 
/ i f =  550 A. (c) Projected structure: dots and circles designate columns of vanadium and oxygen atoms, respectively. (d) Projected 
potential distribution: the dark part corresponds to a higher-potential area. The nearest-neighbour columns (separated by 2.1 /~) of 
vanadium atoms are not resolved and are situated in the dark area in the image (a). 
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Fig. 4. (a) [221] lattice image. The image appearance in the central region bears some resemblance to the projected potential distribution 
(c) with inverse contrast. (b) Projected structure. (d) A simulation at z = 100/~, and / i f =  450/~, in the perfectly coherent case. This 
type of calculated image appearance is completely destroyed when the partial coherence is taken into consideration. Note that there 

are several pairs of  small bright dots separated by ~< 1.3 ,~ visible in the image (a). 
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Fig. 3. (a) [221] lattice image showing a variation of image appearance due to an inclined crystal edge, (b)-(d) enlarged micrographs 

from three regions in (a), and (e) simulated images at z = 50/1~. 
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Fig. 5. (a) [221] lattice image where the crystal thickness increases from lower right corner to upper left. In the intermediate region, 
an array of  small white circles having a diameter of  c a  1.7/~ is visible. (b) A simulation at z = 100/~ a n d / i f =  1350 ,~, in the perfectly 
coherent case. (c) A simulation ( z , / i f  the same as above) with the finite partial coherence allowed for by the intensity-sum method 
(see text) taking us =0.030 A-~ and cr = 50 ~ .  
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Fig. 9. [41 !] lattice images from which resulted the optical dittractograms shown in Fig. 8. The insets are the best-matched simulations 
made at z = 5 0 , ~  and (a) A f = 6 5 0 A ,  (b) 1000,~, and (c) 1150/~. The temporal coherence is taken into account by use of the 
intensity-sum method. (d) Projected potential distribution. (e) Projected structure with the same conventions as in Fig. 2. 
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Fig. 6. [010] lattice images.  (a)--(d) Part o f  focus  series with the corresponding s imulat ions  at z = 50 /~ .  (e) Projected potential distribution 
and ( f )  projected structure with the same convent ion  as in Fig. 2. 
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4. Results and discussion 

4.1. Interpretation of lattice images 

One of the images obtained in a thin region of a 
crystal oriented along the [2~.1] zone axis is repro- 
duced in Fig. 2(a). The inset (b) is an image calculated 
at the crystal thickness z = 50 A and the defocus value 
A f =  550 A.* The simulation also shows very similar 
but translated images around Af = 1025 ~ .  However, 
this is not plausible because of the focus setting used. 
Fig. 2(c) shows atom positions viewed along the zone 
axis: dots and circles designate respectively columns 
of vanadium atoms and oxygen atoms. Since the 
electron scattering is due to the electrostatic potential 
of the object, it is useful to know the distribution of 
the crystal potential encountered by the incident elec- 
trons. For this reason a program independent of the 
lattice-image simulation was written to calculate the 
projected potential of a crystal. The method used here 
is that of the real space: calculate the projected poten- 
tial of a single atom by assuming the Wentzel-Yukawa 
model for each atom species with the Thomas-Fermi  
radius, and then distribute the potential thus obtained 
to projected atom positions of corresponding species 
taking account of the number of superpositions for 
a given crystal thickness. Because of the model used 
to simplify the potential calculation the resulting pro- 
jected-potential distribution is not precise, but it is 
sufficient for the use of qualitative comparison of the 
potential between different atomic columns. The pro- 
jected potential calculated in this way is shown in 
Fig. 2(d), where the region of higher potential appears 
darker. Fig. 2(c), (d) and the simulated image cover 
the same area of crystal at the same magnification. 
Therefore, the simulated image serves as a bridge 
between the observed one and the projected structure 
of the crystal. 

It is seen that this type of image, having a peanut- 
like appearance, does not directly reflect the crystal 
structure, and that the nearest-neighbour columns of 
vanadium atoms (separated by 2.09/~) are unresolved 
and situated at the dark part in the observed image. 
This is the same type of image as that predicted at 
100 kV for a thin crystal (Fig. 4b in Tanaka & Jouffrey, 
1980). However, the focus condition was Z =  
Af/(C~A) I/2= 2.3 there, while Z = 1-1 in the present 
case. It is because of the differences in Cs and h that 
the transfer conditions for the three lowest spatial 
frequencies (1/3.66, 1/2.71 and 1/2-48A -~) are 
nearly the same for these different focus conditions. 

Fig. 3 shows an image (a) obtained from a thin 
part of another crystal in the [221] orientation, where 
a variation of image appearance occurs along the 
edge of the crystal as is seen in the enlarged micro- 
graphs (b, c, d) from three regions. In fact, the image 

* All the defocus values appearing in the present paper designate 
those of underfocus. 

simulation (e) shows that a difference of about 100 
in defocus value is sufficient to give rise to such a 
variation of image; that is, horizontally elongated 
white patches on the left (b) become vertical on the 
right-hand side (d) after passing simple dots in 
between (c). Since there is no fourfold axis parallel 
to [221], these two types of images (b) and (d) can 
be distinguished from each other. According to the 
defocus values of the simulated images, therefore, the 
edge of the crystal is not in a plane perpendicular to 
the optical axis but inclined down towards the right. 
The crystal thickness was taken to be 50 A in the 
simulation. 

The_following two images were also obtained in 
the [221] orientation but far from the edge and so 
from thick (probably z ~  100 A) regions of crystals. 
The central part of the image reproduced in Fig. 4(a) 
has some resemblance to the projected potential (c) 
with reversed contrast, while the image in Fig. 5(a), 
where the crystal thickness increases from the lower 
right corner to the upper left, shows in a certain 
thickness region an array of small white circles whose 
diameter is about 1.7 A. The values of z and Af being 
unknown for these images a large number of simu- 
lations were carried out over the parameter range 
covering 5 0 - < z - 4 0 0 A  and 400-<Af < - 1600A in 
considering the partial coherence as well as the per- 
fectly coherent illumination condition. Thus, Fig. 4(d) 
and Fig. 5~b) were found at z = 100 A with A f =  450 
and 1350 A respectively in the coherent case, while 
they were completely destroyed by the partial coher- 
ence (even by the finite spatial coherence only) as 
shown e.g. in Fig. 5(c) which was obtained by using 
the intensity-sum method (see later) not only over the 
effective source but also over Af. Furthermore, the 
diameter of the small circles in Fig. 5(b) is about 
2.3 A and so significantly larger than the observed 
one. In simulation these circles appear when A f + z  
is nearly equal to 1450 A for z ranging from 75 to 
125 A. The intensity of the 110 reflection, the most 
intense of all the reflections on the zone axis, has its 
first maximum amid the thickness region, and the 
partial coherence replaces circles by fringes of 2.48 
period owing to the interference between the 110 and 
central beams, resulting in the image of Fig. 5(c) 
somewhat like that observable in the thicker region 
(upper left corner in Fig. 5a). A similar type of image 
has been obtained from a gold crystal and presents 
some differences from calculated images (Hashimoto 
et al., 1978-79). At present it is not clear if, by consider- 
ing the partial coherence, there is any approximation 
which becomes defective in certain situations of 
dynamical scattering in rather thick crystals. The 
imaging parameters being unknown it will be reason- 
able not to pursue further discussion on these images. 
It is worth noting that the image of Fig. 4(a) shows 
white dots separated by about 1.3 ,~ or less indicating 
a good stability of the microscope. 
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Fig. 6(a) - (d)  shows part of the focus series from 
a crystal oriented along the [010] zone axis and the 
corresponding simulations at z = 50 ,t,. The projected 
potential and atom positions are reproduced in Fig. 
6(e) and ( f ) ,  respectively. The evolution of image 
appearance with defocus value seen in Fig. 6(a), (b) 
and (c) is similar to that of the [221] orientation (Fig. 
3). The finest image details are visible in Fig. 6(d), 
but there is no simple correspondence with the projec- 
ted structure except that the nearest-neighbor 
columns of vanadium atoms (separated by 1.47 A) 
are not resolved and appear  as a dark patch. 

From these results it can be said that, at least as 
far as thin crystals are concerned, experimentally 
observed images may be reproduced by simulation if 
the defocus value is to be estimated from the focus 
setting on the microscope. In fact it is these two 
parameters, z and A f, that are of capital importance 
in image contrast and, at the same time, are difficult 
to determine with sufficient precision, say, the order 
of the defocus spread. In some favourable cases, 
however, lattice images can be interpreted more 
objectively. If there is a certain amount of contamina- 
tion or an amorphous part of the crystal under 
observation which is not so heavy that it disturbs the 
lattice image, the defocus value can be measured with 
the technique of optical diffraction. If the crystal is 
in the shape of a thin wedge whose angle is neither 
too large nor too small to observe several equal- 
thickness fringes, the crystal thickness can be esti- 
mated by comparison with the theoretical profile. A 
case where these two conditions are nearly satisfied 
is presented here. 

Fig. 7(a) shows a low-mazgnified bright-field image 
taken from a crystal in the [411 ] zone-axis orientation 
using only the central spot. The corresponding diffrac- 
tion pattern is shown in Fig. l ( f ) .  The micro- 
densitometry was carried out in the direction A to A' 
on the original negative. The recorded optical density 
curve is reproduced in Fig. 7(b). In Fig. 7(c) are shown 
the corresponding theoretical profiles of the equal- 
thickness fringes calculated with 65 (continuous line) 
and 101 (dotted line) waves. It is clear that 65 waves 
are sufficient to describe the dynamic scattering of 
electrons arising in the crystal of this orientation. By 
comparing the theoretical and experimental I0oo 
curves the crystal thickness was estimated from point 
to point on the image shown in Fig. 7(a). The double- 
dotted curve in Fig. 7(c) represents the calculated 
intensity of the 011 reflection which is kinematically 
forbidden and corresponds to a lattice spacing of 
4 .10A.  

Fig. 8 shows optical diffractograms obtained from 
three negatives bearing lattice images of the same 
crystal in the same orientation that is presented in 
the previous figure. In the optical Fourier transforma- 
tion a mask was used to select the edge region of the 
crystal where some contaminations were visible, and 
it gave rise to the streak on diffraction spots arising 

• from the lattice image. Apart from the spots one or 
two annuli are also visible on the diffractograms. The 
value of Cs being known to be 1.0 mm, the defocus 
value (at least, that of the edge part of the crystal) 
was measured from these annuli: 640,1, for (a), 
1000,~ for (b) and 1210,~ for (c) with a possible 
error of about ±50 ~ .  The lattice images from which 

(a) 
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Fig. 7. (a) Bright-field image formed by using only the central beam from a [41 l] oriented crystal whose diffraction pattern is reproduced 
in Fig. l(f). The microdensitometry was carried out on the original negative following A to A'. The crystal thickness was estimated 
by comparing the resulting optical density curve (b) with the theoretical profile of equal-thickness fringes I0oo in (c) calculated with 
65 waves (continuous curve) and 101 waves (dotted curve). The double-dotted curve represents the calculated intensity of equal 
thickness fringes for the kinematically forbidden reflection 011. 
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these diffractograms were generated are reproduced 
in Fig. 9(a), (b) and (c) in the same order. The insets 
are the best-matched images calculated a t / i f  = 650/~ 
for (a), 1000A for (b) and 1150 A for (c). These 
values are in good agreement with those found from 
the diffractograms. In the image simulation the 
defocus spread was allowed for by using the intensity- 
sum method (see the following section). Here, owin~g 
to Fig. 7, the crystal thickness was taken to be 50 A 
for the thinnest region seen near the bottom of each 
image showing the amorphous contamination. The 
4.10 A periodicity due to the forbidden reflection is 
recognizable. By comparing the simulated images 
with the projected crystal structure of Fig. 9(e) and 
the potential distribution Fig. 9(d), one can interpret 
the experimental images as follows. White patches 
seen in the image (b) correspond to the regions where 
the projected potential is high, namely they corre- 
spond to atomic-column sites, and those in the image 
(c) correspond to tunnel sites surrounded by atomic 
columns, while the image (a) does not reflect directly 
the crystal structure. 

4.2. Validity o f  the envelope-function approximation 

In order to take account of the effect of the partial 
coherence on the lattice-image contrast a method 
currently employed in the image simulation is the 
envelope-function approximation (see, for example, 
Spence et al., 1977). Although very convenient to 
incorporate in the simulation, the method is, however, 
subject to some theoretical conditions. It is only appli- 
cable to the object of weak contrast; in other words, 
it is valid only if all the interferences between diffrac- 
ted beams are negligible in image contrast compared 

with those between the main beam and the diffracted 
beams. Moreover, an additional condition for the 
spatial coherence part is that the effective source must 
not be very large, i.e. the generalized source size 
Us = (CsA3)l/4us < O. 138 (Frank, 1973). In the case of 
large-unit-cell complex oxide crystals the approxima- 
tion appears to be generally satisfactory to explain 
the observed image contrast (see, for example, § 5.8 
in Spence, 1981). When a crystal of smaller unit cell 
is studied, however, it becomes doubtful that the 
above-mentioned conditions are always satisfied. 
Therefore, it is worth while in the case of V203 to 
compare the image calculated by use of this method 
with that obtained by summing the image intensity 
over the finite effective source (spatial coherence) and 
over the distribution of the defocus fluctuation (tem- 
poral coherence) (O'Keefe & Sanders, 1975; Bursill 
& Wilson, 1977). However, the latter, let us call it the 
'intensity-sum method', naturally needs computation 
of very long duration if it is applied strictly as is the 
case for Fig. 5(c), which will render it impractical. 
So, let us examine first of all the effect of the temporal 
coherence alone by image simulation. 

The temporal coherence is caused, for the most 
part, by the electronic instability of the microscope 
and can be treated in the image simulation in terms 
of the defocus fluctuation, also called the defocus 
spread. In order to describe this we assumed a 
Gaussian distribution with the standard deviation of 
50/~ (Olsen & Spence, 1981). Fig. 10 shows different 
kinds of focus series calculated in the [~,11] zone-axis 
orientation. The crystal thickness of 150/~, was chosen 
because the most intense reflection 104 there attains 
its first peak, which is slightly higher than the first 
minimum of the main beam occurring almost at the 

. ~ - 2  

7 :, 
1 0 4  

Fig. 8. Optical diffractograms obtained from [41 !] lattice images of the crystal shown in Fig. 7. The defocus values thus found are (a) 
640 A,, (b) 1000 A, and (c) 1210 A. The streak on the spots arises from the mask used in the optical Fourier transformation. 
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Coherent Envelope Intensity Reduced 
zlf (~,) Case Func. Sum Aper. 
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Fig. 10. Focal series calculated in [411] orientation to compare different methods allowing for the effect of  the temporal coherence 
(defocus spread) on lattice-image contrast. The incident beam is considered to be parallel. A Gaussian distribution of  the standard 
deviation o, = 50 ,~ is assumed for the defocus spread in the envelope-function approximation and the intensity-sum method (see 
text). Reduced aper. refers to a perfectly coherent case but with use of  a reduced objective aperture R = 0.77 ,~-i,  while in the other 
three cases R = 0.94 ,~-] was used. The crystal thickness was taken to be 150 ,~, as the first minimum occurs near there for the central 
beam intensity. 
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same time. To see the variation in image appearance 
with defocus values it was sufficient to take the 
defocus range to cover half of the largest Fourier- 
image period 2d2/A = 1340/~, for the 01] reflection. 
The four series are: 

1st column -per fec t ly  coherent case (for reference) 
2nd co lumn-envelope- func t ion  approximation 

used, 
3rd column - in tens i ty-sum method used, and 
4th column -per fec t ly  coherent case but with an 

objective aperture of R = 0.77 ,~-I 

The objective aperture considered in the first three 
cases is that used in the experiments (R =0 .94  ,~-~) 
and shown in Fig. l ( f ) ,  while the reduced aperture 
in the last case was taken from the smallest separation 
between two dots recorded in our experiments (e.g. 
Fig. 4a). The information resolution limit (Spence, 
1981) due to the envelope function with a defocus 
spread of 50 ,~ gives 0-74/~-i ,  practically the same 
as the reduced aperture. However, it will be reason- 
able not to insist on the information resolution limit, 
a notion founded on weakly scattering objects, 
because it is not evident that the condition is satisfied 
in the case of V203 crystals in reality. In our case, 
there is no a priori reason to exclude a 1.3/~ period 
from the image formation because the dots are nei ther  
the noise nor one-dimensional fringes. Comparing 
these focus series one can see that the effect of the 
temporal coherence on the image contrast is not negli- 
gible, that there are certain defocus values such as 
/ i f = 8 5 0  and 1150,~, where the envelope-function 
approximation deviates appreciably from the 
intensity-sum method, and that the simple reduced 
aperture gives a rather good approximation to what 
is obtained by use of the intensity-sum method. 

The other component  of the partial coherence, 
namely the spatial coherence, arises from the fact that 
the incident beam is not parallel, and can be described 
by a finite size of the effective source (Frank, 1973). 
This is defined, in our illumination conditions, by the 
size of the second-condenser aperture. The intensity- 
sum method for the spatial coherence consists of 
adding the image intensities calculated for different 
incident directions considered inside the cone of the 
convergent incident beam. This is an approximation 
to the integration of image intensity over the effective 
source. For the [221] and [411] zone axes, Fig. 11 
shows some images calculated as a function of the 
number of directions considered in the effective 
source of radius u~=0-030,~ -I. This value being 
small enough, the exit-surface wave field calculated 
for the central direction (that lying on the optical 
axis) was used for the other directions describing the 
effective source, which is an approximation also made 
in the envelope-function method. It is thus seen that 
the 17 directions are practically sufficient to represent 
the effective source used in the experiments. 

Making use of these results from image simulations, 
let us now see the global effect of the partial coherence 
on the lattice-image contrast. In Fig. 12 is reproduced 
an experimental image obtained from a wedge- 
shaped crystal in the [411] orientation, the figures on 
which indicate the crystal thickness estimated from 
equal-thickness fringes. First of all, a series of the 
best-matched images was searched by varying the 
defocus value ( / if)  for different crystal thicknesses 
(z) by use of the intensity-sum method. For this pur- 
pose, the image intensity was summed over the 17 
directions mentioned above, while the reduced aper- 
ture of R = 0-77/~-~ was assumed to allow for the 
temporal coherence. Another series of images was 
then calculated for the same pairs of parameters 
(z , / i f )  as before, but now using the envelope function 
with R = 0.94 ,~-~ and a disk-shaped source of u, = 
0.030 A -t. The crystal thickness used in the simula- 
tion is indicated between the two corresponding 
images. The defocus value taken for each thickness 
is shown in Fig. 13 together with the maximum and 
minimum image intensities resulting from each 
method: dots for the intensity sum and circles for the 
envelope function. The image contrast is lower in the 
latter method as a result of its lower maximum 
intensity. The difference is small for very thin crystals 
as can be understood from the basic assumption made 
in the envelope-function approach. There are two 
points to be noted here; firstly, the envelope-function 
approximation gives an image appearance which is 

2ookv [2 
Us=O.O30A -~ 

,--..-, .] 

Fig. II. Lattice images calculated by using the intensity-sum 
method as a function of the number of directions considered 
inside the cone of convergent incident beam equivalent to an 
effective source of radius us = 0.030 ~-I. The defocus spread is 
set to be 0 ,~. The other conditions are z = 50 ~ and ~f = 450 ,~ 
for [221 ] and I 150 ~ for [411 ] orientation. 
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very similar to that which results from the intensity- 
sum method in spite of the difference in intensity 
values and, secondly, the simulated images are in 
fairly good qualitative agreement with the experi- 
mental one up to a thickness of about 450 ~ .  In 
thicker regions the agreement becomes less satisfac- 
tory. Thus, a low-contrast image of network-like 
appearance occurring at z = 800 A in simulation is 
experimentally visible around z = 700 A. 

As for the thick region (z ~> 500 A) of crystals, the 
comparison between experimental and calculated 
images is difficult because the contrast of the observed 
image is not high enough to allow the comparison of 
image details. In this regard, there are some problems 
also on the side of image simulation. The effect of 
the inelastic scattering is not fully considered in the 
calculation, which allows only for the loss of Bragg- 
peak intensity through phonon scattering. In other 
words, there is no background arising from different 
processes of the inelastic scattering in the calculated 
image, hence contributing to keep up the contrast of 
the latter. From a technical point of view, because of 
the limited darkness range (10 levels) of the grey scale 
used, the maximum intensity of a calculated image 
was always assigned the same level (the brightest of 
the ten), which also had a tendency to keep the 
apparent contrast high in simulation even for thick 
crystals. 

5. Conclusions 

From our study on lattice images obtained at 200 kV 
from V203 crystals one can deduce some indications 
useful in interpreting high-resolution images of a 
crystal having a relatively small unit cell (<~ 5 ,~) such 
as semi-conductors or metals and alloys. 
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Fig. 13. Defocus values (under-focus) used in the image simulation 
as a function of the crystal thickness shown in Fig. 12, and the 
resulting maximum and minimum intensities in each image: 
closed and open circles stand for the intensities occurring in the 
intensity sum 17 and the envelope-function approximation, 
respectively. 

As today's 100 and 200 kV high-resolution electron 
microscopes enable us to work under the conditions 
where the effect of the partial coherence on image 
contrast, namely that of smoothing more or less the 
intensity distribution in the image, is less important 
than it was in the past, the image contrast depends 
more critically upon the defocus value and the crystal 
thickness. It thus becomes more important for an 
objective interpretation of the high-resolution image 
to know these two imaging parameters. In some 
favourable cases they can be measured or estimated 
after a somewhat long analysis as has been shown 
here. Therefore it will be necessary for rapid and 
reliable high-resolution work to have a microscope 
equipped with an optical system on line with the 
computer in order to measure the image intensity 
point-by-point and to perform the Fourier transfor- 
mation (Hashimoto, Takai, Yokota, Endoh & Fukada, 
1980; Sinclair, Ponce, Yamashita, Smith, Camps, 
Freeman, Erasmus, Nixon, Smith & Catto, 1982). As 
regards the defocus value at the edge of a crystal 
under observation it will also be possible to estimate 
this by precisely controlling the objective-lens current 
of the microscope. For this purpose, however, it seems 
necessary to study the behavior of the Fresnel-fringe 
contrast on the edge of a crystal of appropriate shape 
in terms of the Cs and defocus values without assum- 
ing a weak-phase object. This purpose is to determine 
the absolute defocus value when the contrast of 
Fresnel fringes becomes, for example, minimum on 
the observation screen. It should be noted that certain 
types of crystal defects whose structure is well known 
may facilitate the lattice-image interpretation 
(Chiang, Carter & Kohlstedt, 1980; Olsen & Spence, 
1981 ; Ponce, Yamashita, Bube & Sinclair, 1981), and 
that, nevertheless, its verification by simulation or the 
study of defects of unknown structure cannot proceed 
without knowing the defocus value. 

It is rather surprising that the envelope-function 
approximation gives results similar to those obtained 
by using the intensity-sum method even for relatively 
thick regions. This will be explained by the fact that 
the effect of partial coherence is not always serious 
enough to transform the general appearance of the 
image under the present experimental conditions on 
the one hand, and that the comparison of the two 
methods remains qualitative on the other. 

Finally, it would be too early to think that the lattice 
image of a perfect crystal can now be well understood 
even if we exclude the effect of the inelastic scattering 
having increasing importance in thicker crystals. In 
fact we have encountered images such as those of 
Figs. 4 and 5 that seem difficult to reproduce by 
simulation. Aside from the question of partial coher- 
ence, the potential data used in image calculation is 
not beyond doubt. It is the lack of knowledge on the 
defocus and the crystal thickness that prevents further 
analysis of these images. An experimentally observed 
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evolution with crystal thickness of  lattice-image con- 
trast was reproduced rather satisfactorily by image 
simulation up to a crystal thickness of  about 450 A, 
beyond which a certain deviation appeared. The 
intensity profile of  equal-thickness fringes used to 
estimate the crystal thickness was here calculated on 
the same potential data base that served to simulate 
lattice images. It will be necessary to do an indepen- 
dent check of the thickness in using, for example, a 
plane defect if there is one in the crystal. The present 
work furnishes an example of comparison between 
the observed and calculated lattice images as a func- 
tion of the crystal thickness. Similar works have been 
reported by Rez & Krivanek (1978) on silicon, and 
by Ishizuka & Iijima (1981) on rutile. 
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